
Face Interface: A Methodology for Experiential

Learning of Input Modalities

by

Jon William Wetzel

Submitted to the Department of Electrical Engineering and Computer
Science

in partial fulfillment of the requirements for the degree of

Masters of Engineering in Computer Science and Engineering

at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

May 2007

c© Massachusetts Institute of Technology 2007. All rights reserved.

Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Department of Electrical Engineering and Computer Science

May 25, 2007

Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Edwin J. Selker

Associate Professor
Thesis Supervisor

Accepted by . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Arthur C. Smith

Chairman, Department Committee on Graduate Students



2



Face Interface: A Methodology for Experiential Learning of

Input Modalities

by

Jon William Wetzel

Submitted to the Department of Electrical Engineering and Computer Science
on May 25, 2007, in partial fulfillment of the

requirements for the degree of
Masters of Engineering in Computer Science and Engineering

Abstract

This thesis demonstrates that creating a system with a visual representation of the
face which mirrors the user’s facial gestures appears to solve problems in teaching
a user to use the new input affordances of face-based interfaces. From experiences
with the Attentive Interaction Design Toolkit, “Attention Meter,” a methodology for
helping the user design their own interactions with an unfamiliar input modality is
created. This methodology is then applied to face-based interfaces, through a program
called “Face Interface.” The subsequent evaluations of Face Interface through its
revisions show that it is ready to successfully apply the methodology through further
experimentation.

Thesis Supervisor: Edwin J. Selker
Title: Associate Professor

3



4



Acknowledgments

Thanks to

• Professor Ted Selker for his help and guidance, and his role in introducing me

to the world of academic research.

• Jackie Lee, co-creator of the Attentive Interaction Design Toolkit, Attention

Meter.

• Heymian Wong (UROP) for all her help improving Attention Meter for Face

Interface.

• Ana Pandalfo for her help in preparing the experiment.

• Everyone in the MIT Media Lab “Context Aware Computing” group, for all

their input, support, and for being fun to work with these three and a half years.

• Jon and Sylvia Wetzel for their eternal love and support.

5



6



Contents

1 Introduction 13

1.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.2 Overview of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Attention Meter: An Attentive Interaction Design Toolkit 17

2.1 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 A Review of Attention Meter . . . . . . . . . . . . . . . . . . . . . . 19

2.2.1 Asian Reality Design Workshop . . . . . . . . . . . . . . . . . 19

2.2.2 PlaceMap Controller . . . . . . . . . . . . . . . . . . . . . . . 21

2.2.3 Attentional Vending Machine . . . . . . . . . . . . . . . . . . 24

2.2.4 Lessons from Attention Meter . . . . . . . . . . . . . . . . . . 25

3 Face Interface: A System for Experiential Learning of the Facial

Input Modality 27

3.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 Implementation: Face Interface . . . . . . . . . . . . . . . . . . . . . 28

3.2.1 Attention Meter Enhancements . . . . . . . . . . . . . . . . . 28

3.2.2 Face Interface Architecture . . . . . . . . . . . . . . . . . . . . 30

3.2.3 Face Interface Graphical User Interface . . . . . . . . . . . . . 33

3.2.4 Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Face Interface User Study 39

4.0.5 Structure of Experiment . . . . . . . . . . . . . . . . . . . . . 40

7



4.0.6 Experimental Version of Face Interface . . . . . . . . . . . . . 40

5 Conclusion 41

5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.1 Multiple Faces . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.2.2 Exposing the Affordances . . . . . . . . . . . . . . . . . . . . 42

5.2.3 Improved Eye Tracking and Face Direction Finding . . . . . . 42

5.2.4 Context-of-Application Aware . . . . . . . . . . . . . . . . . . 42

5.2.5 Accessibility . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.2.6 Features from Affective Computing . . . . . . . . . . . . . . . 43

5.2.7 Exploring More Modalities . . . . . . . . . . . . . . . . . . . . 43

A Face Interface User Interface 45

B Experiment Materials 49

8



List of Figures

2-1 Attention Meter tracks multiple faces and computes an attention score

for each face and the entire screen. . . . . . . . . . . . . . . . . . . . 17

2-2 The “Result” window captures a face at full attention, mouth closed. 18

2-3 The ScreamMarket simulated night market. . . . . . . . . . . . . . . 19

2-4 The TaiKer-KTV interactive karakoe environment. . . . . . . . . . . 20

2-5 The Eat-Eat-Eat game. . . . . . . . . . . . . . . . . . . . . . . . . . 20

2-6 CampusMap, the MIT campus version of PlaceMap . . . . . . . . . . 21

2-7 The Attentional Vending Machine. . . . . . . . . . . . . . . . . . . . 24

3-1 A side by side comparison of the three versions the of Face Interface UI. 33

3-2 Face Interface proof of concept model (v1, pre-avatar). . . . . . . . . 34

3-3 The alpha version of Face Interface, choosing an action for a new rule. 35

3-4 Main window of Face Interface, experiment version . . . . . . . . . . 37

A-1 The Face Interface Alpha main window. . . . . . . . . . . . . . . . . 45

A-2 The Face Interface Alpha rule editing window, with Avatar . . . . . . 46

A-3 The Face Interface Alpha gesture chooser . . . . . . . . . . . . . . . . 47

A-4 The Face Interface Alpha action chooser . . . . . . . . . . . . . . . . 47

A-5 The keystroke entry box in Face Interface (experiment version) appears

after the user clicks on the desired gesture (in this case, a left wink). . 48

B-1 Experiment Handout - Consent Form Page 1/4 . . . . . . . . . . . . 50

B-2 Experiment Handout - Consent Form Page 2/4 . . . . . . . . . . . . 51

B-3 Experiment Handout - Consent Form Page 3/4 . . . . . . . . . . . . 52

9



B-4 Experiment Handout - Consent Form Page 4/4 . . . . . . . . . . . . 53

B-5 Experiment Handout - Entrance Survey . . . . . . . . . . . . . . . . . 54

B-6 Experiment Handout - Instructions . . . . . . . . . . . . . . . . . . . 55

B-7 Experiment Handout - Timed Task . . . . . . . . . . . . . . . . . . . 56

B-8 Experiment Handout - Exit Survey . . . . . . . . . . . . . . . . . . . 57

B-9 Experiment Poster . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

B-10 COUHES Exempt Form, Page 1/2 . . . . . . . . . . . . . . . . . . . 59

B-11 COUHES Exempt Form, Page 2/2 . . . . . . . . . . . . . . . . . . . 60

10



List of Tables

2.1 Analysis of the use of affordances in Attention Meter . . . . . . . . . 23

3.1 The list of events Face Interface may react to. A region is an area of

camera view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

11



12



Chapter 1

Introduction

Vision-based systems and even eye-tracking have been researched for decades[1]. The

advent of the use of the AdaBoost algorithm and hierarchical classifiers has made

it possible to detect and track larger anatomical features, particularly the face[2].

While the idea of building cameras to track anatomical features is not new[3], the use

of video input in user interfaces has been relatively uncommon. With open source

libraries capable of tracking faces at the frame-rate of a standard web-cam[4], the age

of the face may be in sight.

Face Interface is a program for controlling a computer with a face. It allows the

user to define a mapping between facial gestures, such as nodding and winking and

actions at the OS level, such as keyboard input and executing programs. To help

the user quickly become proficient at using their facial gestures as an input, Face

Interface includes an avatar which reflects the user’s successful gestures like a mirror.

This work of this thesis shows this is a working implementation of a methodology

which solves problems of teaching the user to find use for new input affordances.

1.1 Related Work

Commercial face-based mouse pointers, such as Natural Point’s TrackIR[5], and Ori-

gin Instrument’s HeadMouse[6] use the tracking of a single point on the face to move

the mouse pointer. When coupled with an on-screen keyboard these can allow full
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control of the computer using only the face as an input. However, completing the

basic mouse operations such as double clicking, right clicking, and drag and drop re-

quire a separate application[7] which must be triggered by on-screen keyboard. This

slows down the user since they must move to the on-screen keyboard in between dif-

ferent mouse movements; and also, this adds extra modes to the interface, which are

not always desirable. Face Interface does not strictly emulate the mouse through the

position of the nose or other central facial feature, but instead uses the facial gestures

from Attention Meter as its input.

Use of the language of facial gestures in interfaces has been demonstrated; re-

searchers have produced mouse emulation systems exist which can use nodding and

shaking for different kinds of mouse clicks[8], or use the shape of the mouth to per-

form clicking and dragging operations[9]. One recent system used head gestures to

let the head tracking system know when it is not working[10]. Still other systems

have tried using nodding to mean “OK” and shaking to mean “Cancel”[11, 12] in the

many pop-up dialogs found in today’s interfaces. However, these emulators are not

affected by the context of the application they are in. The design of Face Interface

makes it capable of matching gestures (nodding, opening the mouth) to controls on

an app-by-app basis. For example, it has been conjectured that nodding is good for

scrolling while reading documents[12], but in a media player one might rather have

nodding move to the next track, or play a selected song rather than making the play

list scroll. From our experiences with Attention Meter have produced our own set of

observations about the use of these gestures (see Table 2.1). For instance, we have

found that nodding is not good for selection activities (see section 2.2).

For many of the aforementioned hands-free systems which use the face as a pointer,

Face Interface could improve this by eliminating some repetitive on-screen keyboard

movements. Or perhaps, in the future, mouse pointer control can be added to Face

Interface, allowing it to work on it’s own to serve those unable to use the mouse and

keyboard as existing systems do now.

For the able-bodied, Face Interface needs not to completely replace existing input

methods like the keyboard and mouse; it allows users to use their face to augment
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their interaction as they desire. Already commercial systems have found uses for

face control in games[5]. By designing Face Interface with the possibility to keep the

current application in mind, we create a platform for use of facial gestures in any

context.

1.2 Overview of the Thesis

This work of this thesis shows that providing a visual, experiential learning[13] en-

vironment solves problems of teaching the user to use the new input affordances of

face-based interfaces. It begins with a chapter on the technological foundation for

Face Interface, Attention Meter (chapter 2). In this chapter Attention Meter is re-

viewed in its use in five projects. The lessons learned in this review motivate our the

methodology behind Face Interface.

Chapter 3, Face Interface, begins with a description of the methodology for pro-

moting experiential learning in design toolkits. Then, the design and implementation

of Face Interface is explained in detail. All versions of the user interface are presented

and evaluated.

Chapter (4), proposes a user study to prove the methodology and guide future

directions for Face Interface.

Finally, Chapter 5, Conclusion, includes a discussion of the evaluation and a

outlining of future work.
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Chapter 2

Attention Meter: An Attentive

Interaction Design Toolkit

Figure 2-1: Attention Meter tracks multiple faces and computes an attention score
for each face and the entire screen.

Face Interface extends the usability of our previous work, the Attentive Interaction

Design Toolkit, also known as Attention Meter[14]. It was co-developed by Chia-Hsun

Jackie Lee and Jon Wetzel in the Fall of 2005. Attention Meter is both the technology
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and motivation behind Face Interface, and so its history is included here. The original

goal of Attention Meter was to create a toolkit for designers to build attention-aware

face-based interfaces using the most mainstream vision hardware available, a web-

cam.

2.1 Implementation

Attention Meter is able to track the size and position of multiple faces, detect whether

the face is moving or still, detect gestures of nodding and shaking, detect opening

and closing of the eyes and mouth, and compute attention scores for each individual

face and the scene as a whole. This data can be output graphically to windows on

the screen (Fig. 2-1), or as text to a file on disk or a network stream. To make

Attention Meter usable as a toolkit, this text file output was made easily readable by

Adobe Flash[15]. Attention Meter is made so a designer may write a program in any

language they desire to use the output.

Figure 2-2: The “Result” window captures a face at full attention, mouth closed.

The “Result” window (Fig. 2-2)of Attention Meter displays the output in a graph-
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ical way. Each feature is drawn onto the camera image, with boxes around the face,

mouth and eyes that change color to indicate the states such as nodding or mouth

open. A line above each face shows its individual attention score, and the group

attention is shown as a large green bar in another window. Providing a way to view

and understand the output in realtime was a key part of making a platform that even

novice programmers could use to build engaging interactive environments[14].

2.2 A Review of Attention Meter

2.2.1 Asian Reality Design Workshop

At the Asian Reality 2005 design workshop[16] in Taiwan, architecture students

learned to use Attention Meter under the guidance of Chia-Hsun Jackie Lee, an

experienced interaction designer. Using Adobe Flash[15] with Attention Meter, the

groups created interactive spaces. The students divided into groups and produced

three projects over the course of two days: Taiker KTV (karaoke experience), Scream

Market (nightmarket simulation), and Eat-Eat-Eat (game set in a market)[14].

Figure 2-3: The ScreamMarket simulated night market.
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Figure 2-4: The TaiKer-KTV interactive karakoe environment.

Figure 2-5: The Eat-Eat-Eat game.

When Attention Meter was launched, our focus was more on the “Attentive Inter-

face” idea. The projects, however, highlighted different aspects of Attention Meter.

The “Scream Market” group focused on the attention measuring abilities of Attention

Meter and augmented them using a microphone. They created an interactive display

portraying a nightmarket scene (Fig. 2-3), which became more lively based on the

number of people watching and how loud they shouted.

In contrast, the other two projects did not focus the attention factor. “Taiker-

KTV” made the karaoke video more exciting as more people shook their heads (Fig.

2-4), and “Eat-Eat-Eat” used face-tracking to move an avatar on the screen and

catch food as it fell from the sky (Fig. 2-5). Though the toolkit was an “attention
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meter”, two of the three projects did not use the attention score. When creating

face-based interfaces, the designers found intuitive ways to apply gestures to actions.

This motivated us to pursue face-based interfaces and eventually became one of the

core ideas of Face Interface.

2.2.2 PlaceMap Controller

Figure 2-6: CampusMap, the MIT campus version of PlaceMap

Eager to experiment more with face-based interfaces, the next application of At-

tention Meter used it to perform zoom, pan, and select operations in “CampusMap”

(Fig. 2-6). CampusMap was the MIT version of “PlaceMap,” a interactive, web-

based, social networking site complete with instant messaging and the ability to

see your buddies on a map[17]. The goal of this project was to create a direct

manipulation[18] interface based off of Attention Meter’s output data.

Unlike participants, who were guided by someone experienced in creating interac-

tive spaces with the face-based modality, the designer of the PlaceMap controller was

only given the Attention Meter source code to gain knowledge of how each feature

worked. In the resulting design panning the map was done by moving one’s head in

one of the four cardinal directions. Zooming in and out was controlled by moving
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one’s head closer and farther away, respectively. Finally, nodding was used to select

an object.

Nodding had been successfully used in the “Taiker-KTV” karaoke environment.

In the context of group karaoke, nodding continuously was a social gesture used by the

user to indicate they were having a good time, and the environments engaged them

accordingly[14]. When the PlaceMap controller interface triggered the episodic action

of selection with the continuous action of nodding, an impedance match problem

occurred. Users had to nod continuously to select their target. This problem was

compounded by the fact that nodding disrupts the visual focus of the eye, which they

were using to aim in the first place.

From this example we observed that simply describing what Attention Meter

is outputting does not convey the affordances to the designer. Designers need to

understand both how gestures are made and how they provide affordances before

applying them. In the Taiwan workshop, students played with Attention Meter before

coming up with their interface designs. By watching themselves in the result window,

these designers got a feel for how the gestures worked easily. This was a factor in the

successful creation of the projects discussed previously.

Another factor to be noted is that these designers were architecture students,

trained in design. More importantly, they were also guided by the more experienced

Chia-Hsun Jackie Lee, who instructed them to keep the ability to observe people’s

actions in mind in their designs. Using his knowledge of what makes an immersing

interaction, he helped them to find comfortable mapping. Contrast this with the

designer for the PlaceMap controller, who was an engineering student without training

in user interfaces and was designing the project to be controlled by people, not to react

to what they might do naturally. Attention Meter has no way of directly conveying

any principles of the affordances to the designer using it.

This showed us that in order to be effectively used by the widest audience, a toolkit

for building interfaces should be able to convey information about the affordances as

well. We compiled the information from previous projects for future use, and the

result of our analysis of the use of facial gestures as affordances can be found in table
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2.1. In the future, Face Interface may convey this information more directly (see

section 5.2.2).

Input Signal Uses
Horizontal/Vertical Position Direct manipulation

selection by position (Eat-Eat-Eat)
Distance from Camera Selection, activation

(Attentional Vending)
Nodding/Shaking, Set and hold a state/repeat an

Mouth Opening/Closing action until gesture ends (TaiKer KTV)
Blink Rate/Winking Toggle state, “clicking” (Eye Bed[19])

Face Appearing/Disappearing Set state based on number of faces.
(Scream Market)

Table 2.1: Analysis of the use of affordances in Attention Meter
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2.2.3 Attentional Vending Machine

Figure 2-7: The Attentional Vending Machine.

The goal of the Attentional Vending machine (Fig. 2-7) was to demonstrate the

value of greetings in interactive systems. Attention Meter added attention-awareness

to a Pepsi machine so that it could use sound and video to introduce itself to those who

approached and not annoy people just walking by. This makes for a simple, effective

demonstration, and made the Attentional Vending machine a popular exhibit during

sponsor open houses.

The Attentional Vending project successfully used Attention Meter with only mi-
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nor adaptations. When the designers of began, adverse lighting and background

conditions added false positives to the face tracker. However, they quickly found that

using some simple algorithmic techniques they could filter out the errant data and

create a robust experience. Once this was accomplished, scenarios that varied based

on the number of people worked without further problems. The “Result” window of

Attention Meter, which designers use to understand and debug their projects, has no

such post-processing. This feature was added to Face Interface as well.

2.2.4 Lessons from Attention Meter

In summary, we have learned three important lessons from the Attention Meter

projects. From the Asian Reality Design Workshop[16] we learned that a realtime

graphical representation of the input makes the technology more accessible. From the

PlaceMap controller project we learned that the interface should be aware of and try

to convey the affordances of facial gestures. Finally, from the Attentional Vending

Machine we learned that adding some post-processing to the output can help users

avoid some of the inherent pitfalls of the technology (in this case, lighting and false

positives in the face tracker).
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Chapter 3

Face Interface: A System for

Experiential Learning of the Facial

Input Modality

In this chapter, we describe a design methodology for building interface design toolkits

capable of teaching designers input modalities. Then, we describe how it is applied

to face-based interfaces through the example of Face Interface.

3.1 Methodology

From the experience with Attention Meter, we learned three principles:

• A real-time graphical representation of the input allows user to gain under-

standing of the input device through experimentation.

• The affordances of the input modality should be conveyed to the designer, as

many are not trained to recognize them.

• Post-process the input as much as possible, not to limit the user’s ability to

make gestures, but to lower the amount of caused by errors caused by inherit

difficulties in the input technique.
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Face Interface is a non-programmer-friendly extension of Attention Meter, which

allows users to map their facial gestures to keystrokes and/or file launching. Simply

put, the user can control their computer with their facial gestures. The next section

describes the specifics of how Face Interface is is implemented to meet the above three

principles.

3.2 Implementation: Face Interface

At the core of Face Interface is Attention Meter, the Attentive Interaction Design

Toolkit. The Face Interface program consists of an enhanced version of Attention

Meter, representations for facial gestures, automated user actions, and rules (mapping

the gestures to the actions), and a graphical user interface for operating all three.

The design has progressed under the Industrial Design Intelligence paradigm, with

attention given to ascetics, engineering, and evaluation at every stage. The various

versions are discussed in Section 3.2.3.

This section begins with a description of the enhancements made to Attention

Meter, continues with an overview of the Face Interface architecture, and then re-

counts the design progression the graphical user interface. The hardware platform is

described in the final subsection.

3.2.1 Attention Meter Enhancements

Detecting Mouth Open/Close

Opening the mouth is a very easy gesture for the user to make and does not require

moving the head. In older versions of Attention Meter, the open mouth and smile

detection feature lacked robustness, so it was replaced with a more accurate mouth

change detection. This enabled one to guess when the person is communicating.

However, this is not very useful as an affordance, since it requires the user to hold

their mouth absolutely still for large periods of time. Thus, we decided to implement

new functionality to detect when the mouth was open.
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The old mouth analysis algorithm was dropped because of its robustness issues,

so a new algorithm was implemented as follows:

• Find the mouth region (fixed portion of face) and convert it to gray scale.

• Take the average of this region. Divide it by some constant to get the threshold

for a ”dark” pixel.

• Threshold the gray scale region to convert it to black and white. Divide the

number of the ”dark” pixels by the total number in the mouth region to get the

ratio of dark to all.

• The ratio will be high when the mouth is open (from dark areas inside the

mouth) and low when it is closed. The threshold, unfortunately, is highly

dependent on the lighting, and must be calibrated. A function is provided to

do this.

Detecting Winks

Winking is another gesture which is fast and does not require moving the entire head.

Attention Meter had a system in place to detect blinks, making implementing wink

detection easy. We thought that it would also be an easy gesture that people do

naturally in social situations. While it turned out that it’s not always the case that

a user can successfully wink,

In order to improve wink detection, a new algorithm was implemented with which

was similar to the mouth one above, except instead of using the ratio, the pixel

count of the regions were compared to each other. Despite several combinations of

smoothing and iterative thresholding, in the end nothing was more robust than our

previous technique of finding the edge where the cornea meets the white of the eye.

The main improvement here was to distinguish between the two eyes, changing

the face from merely having a ”blink” attribute to actually keeping track of whether

the eyes are open independently. This made detecting winks possible. The threshold
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required to recognize a cornea-white edge pixel was also change to be able to be set

through the Attention Meter, so this feature can be calibrated as well.

Single-Face Tracking

Because most desktop applications are built for use by a single user with a single

mouse and keyboard, using multiple faces as input was a poor fit for Face Interface.

Instead of tracking all the faces in the image, the Attention Meter in Face Interface

locks onto a single face of interest. When choosing which face to track initially, it

chooses the face closest to the center, since it is likely to be the computer’s primary

user. We have not given up completely on multiple-face tracking and hope to include

it in Face Interface in the future (see section 5.2.1).

3.2.2 Face Interface Architecture

Overview

In code, Face Interface is referred to by it’s original name, User-Defined Facial Inter-

action (UDFI). UDFI can be divided into four distinct parts.

• The enhanced version of Attention Meter (section 3.2.1)

• The interface between Attention Meter and Face Interface, UDFIAMI

• The representations of gestures, actions, and the rules mapping between the

two.

• The graphical user interface (GUI), which implements the first two points of

the methodology in section 3.1.

While Attention Meter is written in (native) C++, Face Interface is written using

Microsoft Visual C++ .Net 3.0[20]. This was done to simplify the process of building

the GUI. Face Interface is a multi-threaded program. When the program begins, it

starts in the GUI code and launches the main window. Attention Meter is immediately

launched in another thread. When Face Interface is ready to use Attention Meter
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output, it launches a third thread for UDFIAMI. This thread can be deactivated

when not in use, but the Attention Meter thread is always running.

Representations

The UDFI data classes represent facial gestures, actions that may result from those

gestures, and the rules that map those gestures to those actions. All of these classes

are “managed” in the Visual C++ .NET sense, supporting automatic garbage col-

lection and serialization. Saving is done automatically by serializing the entire list of

rule objects and saving it to disk each time the user adds, edits, or removes a rule.

UdfiEvent (UdfiEvent.h, UdfiEvent.cpp)

The UdfiEvent class represents events from Attention Meter-facial gestures. The

class contains an enum representing all the different types of events (nod start, shake

stop, etc.). A complete list of the events can be found later in table 3.1. The delegate

method, ”UdfiEventHandler” is also defined here. Other objects wishing to listen

for UdfiEvents must add an instance of this delegate to their own event handling

method. For the events involving faces entering/exiting regions of the view, a helper

class called UdfiRegion was created. This class includes a method for determining if

a point is inside a region.

UdfiAction (UdfiAction.h, UdfiAction.cpp)

The UdfiAction class is an abstract class for representing any action that might

be triggered by an event. All UdfiActions have a Run method and a Name property.

The specifics of the implementation are flexible from there. So far there are two direct

subclasses of UdfiAction: UdfiTypingAction and UdfiRunAction. UdfiTypingAction

uses the Microsoft .NET “SendKeys” class to send keyboard output. Its constructor

takes in a string in the SendKeys format, and when Run is called that string is passed

to SendKeys. UdfiRunAction uses the .NET “Process” class to launch a file specified

at construction. If the file is an executable it is run directly; if it is a document

capable of being read or opened with another program, the OS chooses the default

application to open it with and does so.
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UdfiTrigger (UdfiTrigger.h, UdfiTrigger.cpp)

The UdfiTrigger class represents a rule in Face Interface. UdfiTrigger objects con-

tain a sequence of UdfiEvents and a sequence of UdfiActions. An UdfiTrigger begins

listening for UdfiEvents, looking for the one which will match the first UdfiEvent in

its sequence. When it finds a match, it begins looking for the next event. If the event

is a repeat of the prior event, it continues waiting for the next one. If an incoming

event does not match the prior event or the desired next event, the trigger resets,

and begins waiting for the first element of the sequence. When the last event in

the sequence is matched, the UdfiTrigger then calls Run for each UdfiActions in it’s

action sequence. This class is also where application-awareness will be implemented

(see section 5.2.4).

Interface between Attention Meter and Face Interface

UDFI follows the event/listener design pattern, using Visual C++ Managed events.

UDFIAMI polls Attention Meter for the frame number, and when a new frame com-

pletes UDFIAMI reads the data on the single-tracked face and raises any appropriate

events listed in Table 3.1.

Events used by Face Interface as input
Face Appeared/Disappeared
Face Entered/Exited Region

Mouth Open/Closed
Left/Right Wink Started/Wink Stopped

Shake Start/Stop
Nod Start/Stop

Table 3.1: The list of events Face Interface may react to. A region is an area of
camera view.

Event data is passed using UdfiEvent objects. UdfiTriggers and any GUI classes

which need to know subscribe to these events.

Following the third point in our methodology (section 3.1, UDFIAMI applies some

simple wait logic to the Attention Meter output to make the results less noisy. For

32



instance, it waits until a face has reached a certain attention level before raising the

Face Appeared event, to avoid the false positives that more interesting backgrounds

are prone to expressing. Similar noise reduction is present for nodding, shaking, and

winking in the form of short time delays.

UDFIAMI is defined in the UdfiAMI class in “UdfiAMI.h” and “UdfiAMI.cpp”.

These files also include the event definition.

3.2.3 Face Interface Graphical User Interface

Figure 3-1: A side by side comparison of the three versions the of Face Interface UI.

Lessons have been learned from the progressively developed GUI for Face Interface.

From the experience of using the first, we learned how a visual avatar might promote

experiential learning. From the second we gained insight on how to focus the user

experience on that learning, by condensing the user interface into a single window.

In this section, each version is described and evaluated.

Concept Version

The GUI of Face Interface went through three versions. The first, “UDFI” (User-

Defined Facial Interaction) was a proof of concept for mapping facial gestures to text

input. It relied on the “Result” window from the original Attention Meter for visual
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Figure 3-2: Face Interface proof of concept model (v1, pre-avatar).

feedback. The evaluation of this version is discussed in section 3.2.3, but from it we

learned that a visual representation of the face is helpful for building associations.

The interface contains a text box for each gesture, and when the ”Start” button is

pressed, the text boxes are frozen, and their contents are input to the keyboard every

time their respective gesture is detected. This simulated keyboard input is done using

the Microsoft “SendKeys” class. When the user presses “Stop” simulated keyboard

input stops, and become the text boxes become editable again.

Evaluation of Concept Version

The concept version was critiqued by other members of the Context Aware Computing

group at the MIT Media Lab. There was some confusion as to what to do when first

presented with the set of text boxes. One suggestion was to add a graphic of a face,

so that users could more easily relate the gestures to the text they were entering.

Then came the idea to use this graphic as a replacement of the result window, which

led directly to the avatar (Fig. A-2) found in the subsequent alpha version.

Another suggestion was to remove the limitation of having only one mapping per

gesture, allowing users to create a language of gestures if they wanted and to support

multiple actions as results. The result was to abstract the mappings into rules, and

allow the user to create rules out of any number of gestures and actions.
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Finally, this version did not support easy experiential learning because it relied on

the Attention Meter “Result” window to give feedback to the user. The color-coded

squares which displayed the output in this window were not quickly learned by those

in the group not familiar with Attention Meter, which limited their experimentation

with it.

Alpha Version

Figure 3-3: The alpha version of Face Interface, choosing an action for a new rule.

The alpha version (Fig. 3-3) was more generalized, allowing the user to create rules

mapping sequences of facial gestures to sequences of actions (automated keyboard

input and running programs). It also addressed the experiential learning problem by

including and an avatar (Fig. A-2) which reflected the user’s facial gestures like a

mirror, in real time. Now as the user creates their rules, the system allows the user to

create a natural mapping[21] between the visible features of the face and the actions

they choose. In order to better understand how the effect of the avatar on users

proficiency with performing the gestures using them as affordances, a experiment was

proposed (section 4).

Another feature added in this version was the automatic saving of the user’s rules.

Every time the user changed the rules they were copied to disk, and when the program
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is first launched the saved rules were loaded.

Evaluation of Alpha Version

The alpha version of Face Interface has been field tested with demonstrations to

sponsors. At the 2007 Digital Life Consortium[22] and 2007 Things That Think

Consortium [23] events included an open house of the Context Aware Computing

group. Here, Face Interface was demonstrated by controlling a media player. Initially,

rules were made so that when a person looked at the screen the video played and

when no one was watching the video would stop. Once the idea was explained,

sponsors began making their own suggestions, such as using shaking to change movies

and nodding to skip forward. These were from the meanings they inferred from

the gestures: “I don’t like this movie” for shaking and “I get the point, let’s keep

going” for nodding. Not many suggested uses for winking, partially because not all

of them could wink. Overall most sponsors were impressed and took cards with the

website for Attention Meter and Face Interface for future reference. Attendees of

both consortiums took DVDs containing the software.

While the interface was well received by sponsors and included all of the suggested

working features, there were still improvements to be made. Further evaluation by

the Context Aware Computing group found that the many windows (Fig. 3-3) were

distracting, leading to the experimental version which directs the users focus carefully,

using only a single small pop-up window for keystroke entry (Fig. A-5).

It was also observed that neither sponsors nor group members tried using mul-

tiple gestures in their rules. This led to the simplification of one gesture per rule,

eliminating much of the UI overhead.

Experiment Version

However, the alpha version’s UI was found to be needlessly complex with its multi-

leveled dialog boxes, so a third, more streamlined version was created. To simplify

the experiment, the program was changed to create rules mapping one gesture to one

Google Maps operation (which are backed by keyboard shortcuts). The avatar was
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Figure 3-4: Main window of Face Interface, experiment version

moved to the main window and the flow of the program changed to center around it.

Evaluation of Experimental Version

One problem raised by the new GUI is the avatar is hard to figure out on first use.

We have found that for first time users, despite the explanatory text at the top, it

is not obvious that you should click on the portions of the face. To address this,

buttons will be used to create the avatar, instantly allowing the users to know they

are supposed to click on the features.

The second problem with the experimental version is it suffers from a loss of

generality, since the user an only create rules which map one gesture to one keypress.

However we felt that keeping the lexicon of gesture of language small was best for

the experiment, since the time to learn is limited. The experimental version of Face

Interface will be further evaluated through the experiment in the following section.

The problem of generality, and others will be corrected in the next release version.

Other proposed changes can be found in the future work section (section ??)

37



3.2.4 Platform

Attention Meter is written in C++ (the primary language of OpenCV is C). In order

to easily add a complex GUI while remaining in C++ development of Face Interface

was done in C++ using Microsoft Visual Studio .NET. The ability to use the Visual

Studio designer and managed code to ease most of the GUI creating process is offset

by the fact that the user must install the visual C++ redistributable (included with

the release) and the .NET framework, which limits Face Interface to the Windows

platform. In the future it may be ported to a more cross-platform GUI library such

as GTK+.

Face Interface was developed and run on a 1.66 GHz Intel Core 2 processor. Test-

ing on single-core systems was limited, but the multi-threaded nature of the program

leads it to run more smoothly on multi-core processors. RAM usage maxed out

around 50MB, making memory a non-issue on current hardware. The camera used

was a Logitech QuickCam Pro 5000[24] with RightLightTMautomatic light adjust-

ment. While the Logitech camera system does contain some face tracking ability,

this was not used by Attention Meter or Face Interface (it appears to be used only

internally by the camera and its driver software).
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Chapter 4

Face Interface User Study

The goal of this research is to demonstrate that our design methodology will improve

users ability to create a interface in an unfamiliar modality using Face Interface,

which is based on our previously mentioned methodology (section 3.1). This will be

done by performing a user study with the experimental version (section 3.2.3) of Face

Interface, which provides an interactive avatar in the main window. This chapter

describes our evaluations so far, the design of the experiment, and several directions

for future research.

The purpose of this experiment is to demonstrate that the methodology (section

3.1) will help users more quickly learn to design and use interactions using an un-

familiar input modality. This will be done using Face Interface and the face-based

input modality provided by the gesture recognition of Attention Meter.

Our method is to use take a group of first-time Face Interface users and give them

a task to perform using a simplified version of Face Interface. Half of the users will

have a Face Interface program with the avatar feature, the other half will not. The

hypotheses is that users with the avatar feature will find the program easier to use.

Ease of use will be determined by the speed it which it takes them to complete the

task, how often they change their rules, and their subject feedback on a questionnaire.
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4.0.5 Structure of Experiment

The experiment begins with a consent form (appendix figure B-1) and intro survey

(appendix figure B-5), asking for background information on their education, occupa-

tion, and how long they have used a computer. Once the survey is done the subject is

given the first instruction page (appendix B-6) and given an unannounced five min-

utes to familiarize themselves with the interface. When this period is up, the subject

is given task sheet (appendix figure B-7) and their time to complete it is recorded.

This stage may last up to 15 minutes. Once complete, the user is given the exit

survey (appendix figure B-8 ) and their compensation.

4.0.6 Experimental Version of Face Interface

To test the benefits of the avatar for promoting experiential learning, two versions

of the experimental versions will be used. Both programs have one primary window

with the avatar at the top and the list of rules at the bottom, and in both versions

the avatar is present and clickable, but for half of the users the avatar remains frozen,

regardless of what the user does with their face. Mousing over feature of the avatar

explain which gesture they correspond to. Clicking on features of the avatar brings

up a pop up window which asks for a keystroke to match to that gesture. If the user

selects a keystroke and presses Ok, the rule is created.

Rules can be removed by selecting them and clicking the “Remove” button. Rules

are active by default. If the user wants to stop their rules they can click “Turn

Off Rules” to do so. They can then reactivate them by pressing “Turn On Rules”.

The software will be instrumented to log the time of all rule changes, allowing us

to review what the user did during their time with the program. The “ease of use”

measurement will depend on the time and number of changes as well as the user’s

self-reported difficulty.
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Chapter 5

Conclusion

5.1 Discussion

Attention Meter succeeded in allowing designers to create engaging interactive spaces,

however they worked most effectively with guidance with someone more experienced

with the facial input modality. The goal of Face Interface is to discover a way to

make learning new input modalities easier. The principles in our methodology could

apply to haptics, body gestures, facial expressions or even possibly speech or other

new modalities, but we found the face to be the most relevant example.

Given the information-laden nature of the face, the unobtrusiveness of vision based

interfaces, and the proliferation of web cams, face-based interfaces may someday be

as common as the mouse. Attention Meter has shown that even novice programmers

can create new interactions using their face[14]; however, the interface they use to

design their interactions have had variable impact on their ease of use. Some have

more success with particular input features[25], others have struggled with using the

input because of noisy detection or poor use of the affordances the input provides (see

Section 2.2). The work of this thesis provides a technique for users to define their own

face-based interactions and allows them to quickly master using their face as an input

device. The continued re-evaluation of Face Interface has brought improvements in

usability and encourages further research.
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5.2 Future Work

This section outlines several directions future research may take.

5.2.1 Multiple Faces

While most desktop computer applications are made for a single user, those seeking

to make more interactive spaces find value in observing groups of people. Attention

Meter is capable of tracking multiple faces, so it is quite possible that the Face

Interface user interface can be enhanced to support this ability.

5.2.2 Exposing the Affordances

Depending on the results of the experiment (section 4), it may be necessary to be

more deliberate in exposing the affordances as we have discovered them (see Table

2.1). This could calls for changes as small as augmenting the avatar with text, to as

large as adding a suggestion system.

5.2.3 Improved Eye Tracking and Face Direction Finding

Researchers at OMRON Corporation[26] have developed a single-camera face direc-

tion and eye-gaze finder[27]. This will allow for affordances to be created from subtle

head movement gestures, such as tilting the head to one side, and eye-movement ges-

tures, such as glancing at the edges of the screen. These affordances might also be

used for pointing, as mentioned in section 5.2.5.

5.2.4 Context-of-Application Aware

It was planned to add application context to the rules in Face Interface, so that the

rules would be able to affect different applications in different ways. For example,

there could be a rule for nodding to scroll down while in a web browser, and another

rule for nodding to change tracks while in a media player, and Face Interface would

apply the correct rule depending on which application has focus. However, this feature
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was not vital for the experiment and so will be included in a subsequent version. The

change will be a simple addition to the representation (UdfiTrigger class), but will

require some more thoughtful UI work to let the user to choose the application.

5.2.5 Accessibility

As mentioned in Section 1.1, systems exist to allow for face-based pointer control

for accessibility purposes. User-defined systems like Face Interface could augment

these face-based pointers, allowing users to use gestures as shortcuts to avoid tedious

motions. Alternatively, a face-based or eye-based pointer could be added to Face

Interface.

5.2.6 Features from Affective Computing

The facial gestures that Face Interface works with are raw motor operations. Research

in affective computing is creating programs and systems which can interpret facial

video at a higher level. Systems like Self-Cam[28] will be able to detect whether the

user is interested or bored, agreeing or disagreeing, concentrating or thinking. By

applying this technology to Face Interface, we add new affective affordances which

could lead users to more naturally work with their computers, conveying information

to them as they would another person.

5.2.7 Exploring More Modalities

The idea that users can learn better from the experience of experimenting comes from

experiential learning.[13] We expect that our methodology (Section 3.1) will hold true

for other new input modalities as well as existing ones. In the future there could be

a “Body-Gesture Interface” or a “User-Defined Haptic Interface” programs based on

Face Interface.
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Appendix A

Face Interface User Interface

Figure A-1: The Face Interface Alpha main window.
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Figure A-2: The Face Interface Alpha rule editing window, with Avatar
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Figure A-3: The Face Interface Alpha gesture chooser

Figure A-4: The Face Interface Alpha action chooser
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Figure A-5: The keystroke entry box in Face Interface (experiment version) appears
after the user clicks on the desired gesture (in this case, a left wink).
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Appendix B

Experiment Materials
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Figure B-1: Experiment Handout - Consent Form Page 1/4
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Figure B-2: Experiment Handout - Consent Form Page 2/4
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Figure B-3: Experiment Handout - Consent Form Page 3/4
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Figure B-4: Experiment Handout - Consent Form Page 4/4
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Figure B-5: Experiment Handout - Entrance Survey
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Figure B-6: Experiment Handout - Instructions
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Figure B-7: Experiment Handout - Timed Task
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Figure B-8: Experiment Handout - Exit Survey
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Figure B-9: Experiment Poster
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Figure B-10: COUHES Exempt Form, Page 1/2
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Figure B-11: COUHES Exempt Form, Page 2/2
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